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Abstract. Mental models are essential in learning how to adapt to new and evolv-

ing circumstances. The landscape of best practices in cybersecurity is a con-

stantly changing area, as the list of best practices evolves in response to the in-

creasing complexity and scope of threats. In response, users have adapted to the 

threats and corresponding countermeasures with mental models that simplify the 

complex networked environments that they inhabit. This paper presents an over-

view that spans over a decade of research in mental models of users when dealing 

with cybersecurity threats and corresponding security measures in different kinds 

of environments. The lessons from over a decade of research in mental models 

for cybersecurity offer valuable insights about how users learn and adapt, and 

how their backgrounds and situational awareness play a critical role in shaping 

their mental models about cybersecurity.  
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1 Introduction 

A recent report from ThreatLocker found that 85% of cybersecurity breaches in 2021 

were due to human errors [1]. This finding comes on the heels of similar reports that 

document that if the human were eliminated, 19 out of 20 breaches could have been 

eliminated [2]. One significant factor that contributes to the human error in cybersecu-

rity breaches is complexity. Users are faced with increasingly complex decisions, such 

as the need to understand evolving advice on password hygiene, scanning emails for 

suspicious headers and content, and refraining from clicking on benign-looking down-

load buttons that carry malicious payloads. At the same time, the stakes keep getting 

riskier. Whereas once the clicking of links and buttons might have resulted in individual 

data loss at a lower level of risk, threat vectors carrying ransomware have the potential 

to result in massive data breaches that cause damage to the entire organizational infra-

structure. Simultaneously, technology applications have diversified rapidly. For exam-

ple, Web3, the third generation of the Web, which is built upon blockchain technologies 

has required users to learn about new concepts, terminologies, and applications.  

One way in which people adapt to the complex environments around them is through 

the development of mental models. In [3], the authors define a mental model as a “dy-

namic, planned action setting must be composed of (at least) these four elements: 
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intentions, perceptions, system structures, and plans.” Mental models seek to simplify 

the complexity and extract elements that are useful to the users in order to understand, 

adapt, and engage with the tools and platforms of these environments, and develop with 

experience [4]. Mental models are dynamic and are based on individual experiences 

[5], as they influence people’s decisions and actions [6]. However, certain challenges 

to mental models exist. Mental models have the potential to alter behavior, but not nec-

essarily for the better since they can be incomplete or inaccurate [7]. An incorrect men-

tal model can make users mistrust insecure technologies [8]. Further, since mental mod-

els exist in the mind, one cannot directly measure which mental model is active in a 

person’s mind and extent of the model’s performance.  

An effective mental model that keeps up with the advances in cybersecurity requires 

a human-centered foundation, with consideration of the technology, situational aware-

ness and human behavior. In cybersecurity, secure decisions rely on users having cor-

rect mental models of security issues. In general, computer users have difficulty antic-

ipating cybersecurity threats, or perhaps may take incorrect actions and end up making 

themselves less secure. While cybercrime has a diverse array of outcomes, such as data 

theft, fraudulent financial transactions, stolen intellectual property, or software or hard-

ware destruction, hacking often plays a significant role in the execution of cybercrime 

[9]. Organizations routinely roll out improved threat detection and intrusion prevention 

systems to bolster cybersecurity, but hackers have begun targeting humans in addition 

to hardware or software. 

The issue of how to increase understanding of, and compliance with, security 

measures has been one of the hallmarks of cybersecurity research and has necessitated 

some attention to the psychology of users. In response to a warning or suggested activ-

ity, a typical user has four ways to engage with the warning or activity. These ways lie 

on a spectrum of engagement, as shown in Fig. 1, which illustrates how users interact 

with password hygiene advice. At one end of the spectrum, a user might ignore the 

warning or security activity and ignore the warnings about changing default passwords. 

For example, generic SSL/TLS (Secure Socket Layer/Transport Layer Security) warn-

ings does little to encourage or discourage these mental models, so users are relatively 

free to adopt whatever mental model they like. As found in [10, 11], users’ responses 

to TLS warnings are relatively consistent: they usually ignore them. A slightly more 

involved form of engagement is weak engagement, where the user might change the 

default password but only substitutes it for a weak password. Further along, a more 

cautious user would engage exactly as recommended by the warnings and security rec-

ommendations and use passwords that are strong, unique, and frequently changed. At 

the extreme end of the spectrum, motivated users with strong engagement would go 

above and beyond the recommendations for password hygiene and leverage additional 

tools for password security such as vaults and VPNs.  For each of these levels of en-

gagement, the driving factor is the mental model of the user. It should be noted that the 

modes of engagement vary determined by multiple factors such as expert guidance on 

best practices, cultural norms, risk-averse behavior, and familiarity with technology. 

For example, the National Cyber Security Center (NCSC) issued password guidance in 

2015 that no longer endorsed frequent change of passwords, citing the burden imposed 

on users in changing and remembering the new passwords [12].  
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This paper offers a review of mental model research in cybersecurity over the past 

decade, where users have developed ways (ignore, weak, exact, and strong) of interact-

ing with security recommendations and security activities in their networks. Although 

we refer to a “decade” of research, we have included research extending as far back as 

the early 2000s in order to include some seminal work referring to the role of mental 

models in how we think about secure online practices. The research that we profiled for 

this paper was derived from a Google Scholar search of the terms, “mental models” and 

“cybersecurity”. The rest of this paper is organized as follows: Section 2 presents two 

categories of mental models, folk metaphors and formal methods, to classify the ways 

in which users engage with the technologies. Section 3 presents findings in mental 

model research of interfaces that people interact with and how that influence cyberse-

curity. Section 4 provides cybersecurity-related mental model research in specific plat-

forms, technologies, user types, social factors, tools, or applications. The implications 

of this research for emerging technologies are discussed in Section 5, and Section 6 

concludes the paper. 

 

Fig. 1. User engagement with cybersecurity activities with examples of password hygiene. 

2 Folk Metaphors and Formal Models  

Since a mental model is a representation in working memory, the mental models of 

experts and non-experts vary. The mental models of two types of users – those who had 

informal exposure to cybersecurity topics and those who had formal exposure were 

studied in [13]. Starting with a hypothesis of inverse relationship between cybersecurity 

knowledge and perceived security, the authors constructed mental models of end users’ 

cybersecurity knowledge. They found that Users with formal cybersecurity exposure 

offered longer responses and more domain-specific words than users with informal ex-

posure. Thus, prior formal exposure was shown to produce different mental models 

between the two groups of users. This has important implications for cybersecurity 

training and awareness campaigns, where end users may possess varying levels of do-

main-specific expertise in cybersecurity topics. While the role of mental models in cy-

bersecurity is undisputable, there is a wide range of models in existing literature. Cate-

gorizing them and systematically analyzing them will be the theme of the rest of this 

paper. 

To start with, this section approaches mental models in terms of their underlying 

philosophy. The ones derived from analogies to common social phenomena such as 

medical infections or warfare are referred to as folk models, while those derived from 
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engineering disciplines are referred to as formal models. This categorization is not ab-

solute, since there are some studies whose findings about mental models would not 

neatly fit in either or have significant overlap between the two. 

Table 1. Summary of mental models in cybersecurity 

Article Mental model 

developed/tested 

Type Focus of mental 

model(s) 

[14] Physical, criminal, medical, 

warfare, market 

Folk Security risks 

[16, 17] Crime, burglar, mischief, 

vandal, buggy, medical 

Folk Common security 

activities 

[16] Stupid, education, under-

stand-how-users-think 

Folk Home users 

[19] Brave new world model, fa-

talistic, little value, mainte-

nance, not-my-job, optimis-

tic model, reputation, verifi-

cation model 

Folk Privacy and security 

[20] Error and blocking state 

model 

Formal Formal methods 

[37] Control methods, OODA 

(Observation, Orientation, 

Decision, Analysis), and 

HITL 

Formal Cognition 

[65] Incorrect, incomplete, par-

tially correct, complete 

Formal firewalls 

[81] Access control, black box, 

cipher, iterative encryption 

Formal Encryption  

technologies 

[48, 49] Usable security models Formal Usability 

[78] Human factors ontology 

(HUFO) 

Formal Trust 

[81] Access control, black box, 

cipher, iterative encryption 

Formal Encryption  

Technologies 

[87] Incomplete, inaccurate Formal Cryptocurrencies 

 

2.1 Folk Models 

Among the earliest research in folk mental models for cybersecurity is the work in [14]. 

Here, the authors proposed a framework where there are predominantly five kinds of 

mental models for communicating complex security risks. The models take the form of 

analogies or metaphors to other similar situations: physical security, criminal behavior, 

medical infections, warfare and market failure. The use of metaphors for mental model 

nomenclature was used to make security less virtual and more tactile in order to increase 

risk awareness. Associating virtual risks with more tactile risks—wild animals, disease, 

crime and war has been shown to increase sensitivity to and awareness of risks [15]. 

Comparison of responses by experts and non-experts to these metaphors showed that 
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non-experts found physical and criminal model to be the most accessible mental model 

for cybersecurity risk communication. Additional work in [16] implemented mental 

models from [14] by using agents that simulate human behavior within a network se-

curity testbed. The simulation exercise specifically analyzed four security activities: 

using antivirus software, caution in visiting websites, making regular backup, and up-

dating patches regularly. The findings suggested that mental models are not necessarily 

self-consistent.  

Other early work in [17] investigated the mental models of home computer users in 

the context of computer security. Their findings about users’ mental models were cate-

gorized as follows: buggy (due to software flaws), mischief (due to mischief-mongers), 

crime (intended to obtain sensitive information), burglar (stealing financial data), van-

dal (causing damage for showing off), and big fish (targeting rich or important individ-

uals for attacks). The authors noted that majority of home computer users have little 

computer security knowledge and most of the decisions they make about computer se-

curity are guided by how they think about computer security, which may not be tech-

nically correct to lead to a desirable security behavior. In other words, sometimes even 

“wrong” mental models produce good security decisions. Thus, this work called for 

additional research to investigate the connection between mental models and actual se-

curity behaviors, since not all mental models lead to positive security behaviors. A key 

finding of this research was that non-expert users such as home computer users could 

still navigate computer security-related issues efficiently, thus eliminating the con-

straint that nontechnical users must become more like computer security experts to 

properly protect themselves. The authors argued for two action items to successfully 

change people’s mental models. First, research needs to identify how people form these 

mental models, and how these mental models can be influenced. Second, the relation-

ship between these mental models and associated security behaviors needs to be ana-

lyzed to identify which mental models are good for home computer users. The authors 

recommended three approaches to assist users in computer security. First, the stupid 

approach attempted to create security solutions by removing the user from decision 

making process since they are seen as the weakest link [18]. This approach was not 

recommended due to its one-size-fits-all stance to security problems in spite of the fact 

that people use computers for such a variety of different purposes. Second, the educa-

tion approach was suggested that allows users the freedom to choose and provide them 

with appropriate training to enable them to make good security choices. However, this 

approach was constrained by the fact that home computer users are rarely interested in 

learning the details of how security software works. Finally, the understand-how-users-

think approach involves working to understand how computer users think about secu-

rity, and how they make security decisions. This approach leads to an understanding of 

user thinking (mental models) in order to understand user behavior. A key finding of 

their paper was that mental models are neither correct nor incorrect, rather they result 

in different potential benefits from associated behaviors. Thus, the emphasis should not 

be on teaching people “correct” mental models, but on finding ways to encourage mod-

els that lead to valuable security behaviors.  

Work in [19] explores how people use mental models to understand and experience 

privacy and security as they engage in online and computer actions and activities in 
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their daily lives. Here, the authors emphasize the need for effective cybersecurity train-

ing and education for end- to navigate the online environment safely. However, effec-

tive cybersecurity training requires that we first understand how people think about and 

experience online privacy and security in their daily lives. In their findings, the authors 

identified multiple mental models: the brave new world model, the fatalistic model, the 

little value model, the maintenance model, the not-my-job model, the optimistic model, 

the reputation model, and the verification model. These models were identified as cop-

ing mechanisms for users to adapt to their rapidly changing technological environment. 

Their findings also suggested that these mental models were sometimes partially 

formed, and that multiple mental models were used simultaneously indicating the lack 

of a single overarching model among users. Among the various mental models that 

were identified, the authors found that the brave new world model was the most com-

mon model among users.  

 

2.2 Formal Models 

Formal methods in mental models are derived from range of disciplines, including con-

trol systems, human factors, and state models. Mental models of users at the intersection 

of formal methods and human factors engineering [20] were analyzed in the form of a 

proposed framework that combines the error and blocking state architecture of [21] 

with human factors engineering. This framework builds upon folk models of computer 

security threats initially conducted by [22] and uses error and blocking states to reveal 

insights about user and system model mismatches. The use of formal methods coupled 

with human factors engineering offers powerful tools for discovering the hard-to-antic-

ipate failure modes that threat actors leverage through social engineering and other at-

tack strategies in which humans are the targets.  

Building upon the mental model frameworks developed in [16, 23, 25] suggested 

that the use of mental models in cybersecurity serves two purposes. First, mental mod-

els could result in “strong intervention”, which states that mental models are necessary 

in order to understand the internet security situation [16]. Second, mental models could 

also result in “weak intervention”, which states that mental models supplement under-

standing of the Internet security situation [23]. The difference between the strong and 

weak claims is that the strong claim predicts that understanding and performance in 

cybersecurity situations is improved by the use of mental models, whereas the weak 

claim predicts only that understanding and performance in cybersecurity situations will 

be changed using mental models. The findings of [24] indicated that while there was 

little evidence for the strong intervention hypothesis, the use of any mental model or 

metaphorical framing of the context improved people’s understanding of internet secu-

rity situations. They also found that while the weak intervention hypothesis predicted 

systematic changes in performance across different mental models, there was no spe-

cific change in performance. In general, there was a better overall performance when 

using cybersecurity context than when employing any mental models. 

Two approaches to risk communication: the human information-processing ap-

proach (C-HIP) and the mental model approach in risk communication (MMARC) were 

analyzed from the perspective of approaches for risk communication in cybersecurity 
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[25]. The C-HIP approach has been taken by researchers in cybersecurity to study user 

perception of security risks and how risk perception influences risk-taking behavior 

[26]. This approach characterizes the human as a communication system, with risk-

communication information from a source delivered to the receiver, who processes the 

information in various stages [27]. In the C-HIP approach, it is assumed that effective 

communication must trigger attention of the receiver, achieve comprehension, and in-

fluence decision making and behavior of the receiver [28]. This model not only consid-

ers the traditional information-processing stages of humans, but also accounts for so-

cial-cognitive and cognitive-affective components. Work in [29] used C-HIP as an in-

vestigation tool and designed a survey to understand users’ attitudes towards software 

warnings and updates, to explain users’ hesitation in applying software updates.  

While memory and comprehension are key components in the C-HIP model [30-32], 

the MMARC approach emphasized the importance of understanding and comparing the 

mental models of experts and non-experts, and drafting and evaluating risk-communi-

cation messages. MMARC has been widely applied to studies concerning risk commu-

nication, from communications for tourists [33], flash flood risks [34] and medical risk 

[35]. The concept behind the MMARC approach is that security designs and educa-

tional efforts should align with users’ mental models that direct their decisions and ac-

tions [5, 36]. This approach highlights a five-step process - developing the expert 

model, eliciting the public model, and comparing it with the expert model, conducting 

confirmatory surveys among the broader population to determine the prevalence of the 

public model, drafting risk-communication messages based on the knowledge gap be-

tween experts and non-experts, and evaluating effectiveness of the messages.  

The role of cognition in cybersecurity activities was studied in [37], where the au-

thors noted that although technology plays an important role in cybersecurity, it is hu-

mans who play key roles in cyberspace as attackers, defenders, and users. The authors 

proposed a cognitive security model with three layers: Knowledge, Information and 

Cognitive. Their model supports the process of modeling mental maps, the generation 

of knowledge, and the fusion and handling of large datasets. The proposed cognitive 

security model includes control techniques, OODA (Observation, Orientation, Deci-

sion, Analysis), and HITL (Human in the loop). OODA was employed to infer patterns 

from the analysis of the datasets by generating mental models based on profiles of at-

tacks, threats, and user behaviors. The outcomes of OODA would be used to influence 

the situation awareness of the organization and associated activities for maintaining 

secure cybersecurity posture. HITL integrates human interaction with the technological 

solutions of the three layers, and informs the generation of false alerts and other indi-

cators of performance. The use of this proposed model affords the security analyst the 

ability to integrate experience and knowledge for a dynamic analysis of the organiza-

tion’s cybersecurity posture and the support of decision-making processes. 

As shown in Table 1, not all models fall neatly within folk or formal categories. For 

example, a basic model of cyberspace consisting of three layers: technical, socio-tech-

nical, governance to create a foundation with three corresponding mental models was 

proposed in [38]. An extension with eight additional mental models, crown jewels, kill 

chain, situational awareness, risk assessment model, risk response model, institutional 

model, direct and indirect social contract model, and triple bow tie model, was further 
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suggested. (See [38] for an explanation of each of these models.) In the basic model 

with three layers, each layer has its own security requirements. The inner layer of the 

cyberspace model concerned all IT that enables the cyber activities. The middle layer 

of socio-technical cyber activities are activities executed by people and smart IT for 

accomplishing their personal, business, or societal goals. Finally, the outer layer con-

cerns the governance layer of rules and regulations that should be put in place to 

properly organize the two underlying layers, including their security. 

3 Interface Design and Perceptions of Security   

People interact with technology of any kind using interfaces, and this holds true for 

activities related to cybersecurity as well. Thus, interface design is a crucial element in 

the design of secure systems and networks. This section explores existing work in how 

mental models of interfaces influence the activities of users, and the importance of in-

terface design in altering the perception of security. 

 

3.1 Interface Design  

Human factors engineering was studied in [39] for exploring the human dimension of 

cybersecurity by employing a human factor integration (HFI) framework. Defining HFI 

as a “systematic process for identifying, tracking and resolving the wide range of human 

related issues in the development of capability”, the authors used HFI to consider the 

multiple ways in which the human can differentially affect the security of a system. The 

key mandate of the HFI process is to characterize and address the risks to a system 

generated by the humans. The HFI framework is divided into seven domains: social & 

organizational factors, manpower, personnel, human factors engineering, system 

safety, training, and health hazard assessment. Noting that the complexity of current 

technical systems is a major source of vulnerabilities, the authors suggest that introduc-

tion of technical security measures in such complex environments can lead to unfore-

seen human consequences including a reduction of effectiveness or efficiency. Similar 

to the work in [40, 41] that counters the notion of humans being the weakest link in the 

fight against cyberattacks, their findings indicate that HFI has the potential to prioritize 

and act upon the greatest risks originating from the human factor while also adhering 

to time and budget constraints.  

The focus on the human as the introducer of risk in networks is countered in [41], 

where the authors addresses the misconstrued notion that the “user is the enemy”.  Many 

factors such as lack of clarity, uncertain consequences, use history, system expertise, 

shared responsibility, and conventional reliance on technical experts for providing cy-

bersecurity have been identified as contributing factors to this notion. However, label-

ing users as the problem is not a solution—this displacement of responsibility takes a 

costly toll on our economy and on our safety. The direct relationship between usability 

and security dictates that the users cannot be left out of this equation of solving cyber-

security issues. Changing user expectations mean that all users, and not just experts, 

now have an active role to play in digital security. By shifting focus and start looking 

at users as the greatest hope for system security, interface designers can explore how 
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compromising behavior can be designed out of the system. By considering the user’s 

profiles in terms of what they know, how they use the system, and what their needs are, 

designers will be better positioned to empower them in their digital security roles. The 

findings of [41] pointed to the need for appropriate mental models, increased transpar-

ency, and effective interface design for situational cybersecurity awareness. Additional 

work on the use of mental models for correct interpretation of displayed information is 

in [42], where the emphasis is on the design of cyber security dashboards that leverage 

data visualization and consequently guide policymaking. Existing literature on dash-

board design suggests the construction of different types of dashboards for different 

people, which might be due to the dominance of different mental models in different 

user groups. Based on expert interviews, the authors demonstrated that there exists a 

difference in the perceptions of cyberattacks by different categories of users such as 

managers, operators, and analysts.  

Aligning designing guidelines for usable cybersecurity systems to standardized se-

curity controls has been studied in [43]. Here, the authors propose the design of context-

independent guidelines, that do not focus on specific areas within cybersecurity such as 

authentication, access control, encryption, firewalls, secure device pairing and secure 

interaction. The rationale here is that broad context-independent guidelines can be 

adapted readily to various domains, and offer scope for innovation and customization 

while also being responsive to core problems and evaluation methods.  

Interface design in applications using anonymous credentials was studied in [44]. 

Here, the authors explored ways in which mental models of data minimization can be 

evoked on end users for online applications. Existing literature in mental models of 

anonymous credentials is sparse both due to their novelty and complexity, which has 

further complicated the design of easily understandable interfaces end users. The au-

thors found that users have grown accustomed to believing that their identity cannot 

remain anonymous when acting online, and so they lack the right mental model to un-

derstand the working of anonymous credentials or how it can be used to protect their 

privacy. In their study on mental models of anonymous credentials, the authors ex-

plored different user interface approaches for anonymous credentials based on three 

different metaphors: card-based, attribute-based, and adapted card-base approaches. 

The authors found that successful adoption of novel technologies such as anonymous 

credentials requires a comprehension of their advantage and disadvantages, and that 

inducing adequate mental models is a key issue in successful deployment. Out of the 

three metaphors, the authors found that the adapted card-based approach was the closest 

comprehensive mental model for anonymous credential application by helping users 

understand that attributes can be used to satisfy conditions without revealing the value 

of the attributes.  

The importance of effective risk communication using mental models that incorpo-

rated human-centered security was studied in [5]. The authors extend the narrative that 

end-users cannot be blamed for being the weakest link in cybersecurity, due to the num-

ber of warnings that the end-users receive on a daily basis. The high volume of warnings 

coupled with the inability to understand the nature of these warnings leads users to 

ignore these warnings, which eventually turns into a habit since users do not perceive 

the risk of ignoring these warnings. To rectify this malformed habit of ignoring 
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warnings, the author proposes that the design of warnings should be aligned with the 

mental models of end users, and not just those of the developers and designers. The 

decision fatigue imposed by warnings was also studied in [45], where the authors found 

that users were overwhelmed by the constant need to be alert requiring them to make 

more decisions than they could process. The authors suggested the need for simpler 

user interfaces that could aid users in mitigating the decision fatigue caused by complex 

security advice. 

While most research in mental models is focused on the development of mental mod-

els, work in [46] investigated the assessment of mental models. Here, the authors de-

veloped an interface called Sero using the concept of mapping. Concept mapping ena-

bles advanced assessment techniques for mental models, with their capacity to blend 

recall, recognition, and reasoning techniques in the context of a nonlinear assessment. 

In this manner, concept mapping allows for more efficient data collection than inter-

views do, and presents an advantage over writing-based assessments and facilitates self-

monitoring. authors note that although other techniques such as think-aloud protocols, 

narrative text, causal diagrams, pretest–posttest comparison, and lunar phases concept 

inventory (LPCI) represent other modes of assessment, they often fall short of the nec-

essary requirements for the assessment of mental models and are not feasible for prac-

tical implementation.  

Software designers and security architects continue to face issues in developing a 

model that is both secure and usable. This is because security and usability seem to be 

conflicting in their goals. The main challenge in designing any usable security is finding 

a balance between protecting the system from unauthorized disclosure and cognitively 

designing the system to conform to the user’s expectations and satisfaction. In [47], the 

authors developed a holistic meta-model that combines security, usability, and mental 

models. This meta-model applies knowledge nurturing, mobilization and sharing con-

cepts in its development. The authors found that the degree of usable security depends 

on the ability of the designer to capture and implement the user’s tacit knowledge. The 

authors advocate for user interface design that aligns with the user’s mental and con-

ceptual models and is consistent with the user’s expectations for functionality of the 

system. Mental models help to bridge the incongruity gap between the security and 

usability expectations of users, and thus, are a crucial foundational element of cyberse-

curity. 

Recognizing that not all security measures are friendly for users, [48] called for the 

need for usability tests that are different from the conventional software testing activi-

ties with a focus on rooting out any impediments that might affect user experience. 

Specifically, usability testing calls for a focus on user perceptions, characteristics, 

needs, and abilities as essential inputs for effective and robust system design. In their 

follow up to this article published almost a decade later [49], the authors noted that user 

resistance, ineffectiveness of password-based security measures, and high volume of 

breaches indicate a pressing need for revisiting usable security. Their recommendations 

for usable security include the need for improved user experience, codification of best 

practices, graceful recovery procedures, and thinking of users not as adversaries but as 

part of the solution in cybersecurity.  



11 

Interface design for risk communication was also studied in [50], where the authors 

analyzed the mental models of security experts and non-experts. Typical risk commu-

nication consists of a message that has been formulated by security experts to warn the 

non-experts of the looming threats. The gap between mental models of security experts 

who create the risk communication, and the mental models of non-experts who are ex-

pected to act upon the risk communication can decrease the efficacy of the risk com-

munication. The authors note that the purpose of risk communication is not to convey 

a perfect truth to the users, but rather prompt them to take appropriate action in defend-

ing their systems against risk. Their findings showed that mental models based on phys-

ical security were appropriate for the non-experts but not the medical infection mental 

model, while the opposite was found to be true for experts leading the authors to suggest 

that risk communications should be driven by mental models of non-expert users. 

 

3.2 Perceptions of Security  

While user interface design has garnered a lot of interest in motivating users to perform 

desirable activities to improve their risk posture, interface elements also tend to be ig-

nored by users leading to increased risk to the users’ security and privacy. Work in [51] 

investigates the motivation behind the reason the users chose to follow or not follow 

common computer security advice. The impact of security advice on users in four well-

known areas was studied: keeping software up to date, using password managers, using 

2FA (two-factor authentication), and changing passwords frequently. The authors used 

a cost-benefit framework in their study, which was supplemented by risk perception 

and social motivation constraints. Their findings indicated that risk perception is central 

to security behavior while social motivation is much stronger and independent of in-

strumental motivation. Unlike other studies that separated experts from non-experts, 

their work simply compared those who followed the advice versus those who did not. 

The authors found that social considerations were largely trumped by individualized 

rationales, and each group viewed their decision as the rational one.  

Negative perceptions of security were explored in [52]. The authors explored how 

security advocacy can attempt to overcome negative perceptions that security is scary, 

confusing, and dull. Although cyber threats are evolving, users are falling behind in 

defending their systems and networks. Users often fail to implement and effectively use 

basic cybersecurity practices and technologies, due in part to negative feelings about 

security. Their findings called for security advocates, who must first establish trust with 

their audience and address concerns by being honest about risks while striving to be 

empowering to overcome these negative perceptions.   

Cybersecurity perception and behavior differed between experts and non-experts 

[53], where the authors found that part of the challenge of cybersecurity has been un-

derstanding the ways in which different groups of people think about and interact with 

cybersecurity. By examining the similarities and differences between experts and non-

experts and identifying what characteristics influence their attitudes and behaviors, the 

authors provided insights into how to help non-experts understand and protect them-

selves online. In their study, the authors did not observe experts and non-expert as two 

separate groups, where participants could fall anywhere between non-experts and 
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experts. Their findings showed that non-experts did not have a solid mental model re-

lated to cybersecurity, and they drew on multiple mental models that were ill-formed 

and which only partially helped them understand and navigate cybersecurity. On the 

other hand, experts used different mental models and tended to be proactive in their 

online security practices. 

Additional work in [54] explores the reasons why non-experts choose not to protect 

themselves from cyber threats by investigating the role of catalogued warning mes-

sages. In their evaluation, the authors organized their study around five elementary 

components of Technology Threat Avoidance Theory (TTAT) - perceived susceptibil-

ity, perceived severity, perceived effectiveness, perceived costs, and self-efficacy. The 

authors observe that non-experts who choose to not protect themselves have several 

reasons as to why they do not take the warning seriously such as a view that the threats 

as probably not real or not harmful, a view of threat countermeasures as probably not 

effective, costly, and difficult to implement, while also thinking of the task as not their 

job. Their findings point to the need to describe users’ actions, include information 

about threat probability, use color to represent threat severity, include information 

about threat consequences, provide users with specific instructions about how to avoid 

the threat, directly contrast potential losses from the attack with estimates of how much 

time will be required to implement the recommended actions to prevent the attack, and 

provide users with information about what their response accomplished once they re-

spond to the warning message. 

4 Mental Models in Specific Cybersecurity Domains  

This section offers perspectives in mental model development in several domains. Fig. 

2 shows the taxonomy of the various domains, which are further elaborated upon below. 

Each of these domains focuses on specific platforms, technologies, user types, social 

factors, tools, or applications.  

 

Fig. 2. Taxonomy of mental models in cybersecurity domains 
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4.1 Platform  

In this subsection, we review existing work in mental models of cybersecurity that in-

vestigate how platforms such as the Internet, Web, and media influence mental model 

development. 

 

Mental Model of the Internet. An analysis of cybersecurity mental models by delving 

into mental models of the underlying Internet itself was performed in [55], where the 

work examined users’ mental models of how the internet works and their privacy and 

security behavior in today’s Internet environment. The authors investigated users with 

computer science or related technical background against users with no technical or 

computational background in the field. The findings were consistent with other previ-

ous studies, where users with no technical background (otherwise referred to as non-

experts in previous studies) had simpler mental models that omitted Internet levels, 

organizations, and entities in their design. Users with more articulated technical models 

perceived more privacy threats, possibly driven by their more accurate understanding 

of where specific risks could occur in the network. In observing the experts, the authors 

identified patterns in their conceptual models of the network and awareness of network 

related security and privacy issues. The authors suggest that user perceptions vary as a 

function of their personal experiences and technical education level. Users’ technical 

knowledge partly influences their perception of how their data flows on the Internet. 

However, their technical knowledge does not seem to directly correlate with behaving 

more securely online. The authors further suggest that regardless of their technical 

knowledge, participants seem to have made most of their privacy-related decisions 

based on their experiences and cues. The authors found that there is mixed and indirect 

evidence of whether an accurate mental model and more advanced Internet knowledge 

are associated with more secure online behavior. 

Additional work on risk assessment of expert and non-expert users of the Web is in 

[56]. Building upon work in [17], the authors explored how mental model approach can 

be combined with individualization of security interventions. Here, the authors use card 

sorting to qualitatively study how users (expert and non-expert) perceive risks on web 

sites. The authors propose four strategies on how to effectively improve security inter-

ventions through individualization. The first strategy deals with emphasizing unknown 

risks, where an emphasis on unknown risk is suitable for behavioral data. In the second 

strategy, the mental model is enhanced by concrete implications to make the commu-

nication more effective. The third strategy is related to the perception of risk commu-

nication. The emphasis is on making the communication relatable to the users to make 

it effective. Finally, the fourth strategy increases the granularity of mental models, 

where the level of detail of the user’s mental model can identify the gaps in knowledge, 

the concreteness of current knowledge, and the individual’s perception of the risk. The 

findings suggest that the granularity of the mental models needs to go beyond a lay–

expert-user dualism. Their findings of users’ mental models of security interventions 

support the notion that for most comprehensive and effective risk communication, se-

curity interventions need to be individualized. 
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Role of Media. The role of media in forming mental models was studied in [7], where 

the authors examined the relationship between computer security and fictional televi-

sion and films. Participants in their study were shown six clips from television series 

and films depicting computer security topics. The authors found that merely exposing 

users to the concept of computer security may improve their understanding or aware-

ness. However, inaccurate, and exaggerated portrayals could also harm development of 

healthy mental models. This is because people’s ability to correctly recognize evidence 

of security breaches depends on their idea of what security incidents look like. Users 

draw conclusions about what is (not) realistic about computer security in fictional me-

dia using a variety of heuristics, most of which are either entirely non-technical or only 

partially grounded in technical understanding. The findings of their work indicated that 

security researchers and educators should take the effects of fictional portrayals into 

account when trying to teach users about security concepts and behaviors, supporting 

the findings of [57, 58] that fictional media can be a major source of security infor-

mation for users. 

Work in [59] analyzes three issues that users face when dealing with cyber security. 

These issues are related to users’ conceptualization of passwords, antivirus protection, 

and mobile online privacy. Although the security industry provides users with ample 

security advice to help them stay informed about the latest threats and the best security 

practices, many users remain vulnerable because of noncompliance with security poli-

cies and the recommended security advice. While most of the security communications 

focus on the action level, the authors suggest a supplementary approach that uses met-

aphors and graphical explanation to facilitate users’ understanding of new security con-

cepts. Specifically, the work proposed an online interactive comic series called Secure 

Comics for this purpose. The authors identified three challenges unique to usable secu-

rity – (1) users are typically interested in security, (2) security systems are complex and 

abstract, and (3) users have poor mental models of security. The goal of the interactive 

comic series was to help to motivate learners’ interest in the challenges mentioned, and 

emphasized the role of educational efforts supplementary to technical, legal, and regu-

latory approaches for a holistic solution to securing computer systems. 

 

4.2 Technology 

Cybersecurity is a vast domain comprising of a plethora of technologies, and users ac-

cordingly develop mental models of the different technologies that they interact with. 

In this subsection, we review literature in mental models of various technologies (both 

beneficial and detrimental) encountered in cybersecurity such as phishing, firewalls, 

single sign on (SSO) and secure HTTP. 

Mental Models of Phishing Security. The mental models of experts and novices in 

relation to the prevention of phishing attacks was studied in [60], where the authors 

generated ten terms (updates, anti-malware, training, red team, warnings, passwords, 

software, authentication, encryption, and blacklist), which the participants were asked 

to rate the strength of the pair of each concept. The authors used Pathfinder, a statistical 

software tool that represents pairwise proximities in a network, to determine the 
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relatedness of the pairing and consequently the relationship between expertise and per-

formance [61-64]. The authors found that mental model of experts was more complex 

than novices in the prevention of phishing attacks. 

Mental Models of Firewalls. In [65], the authors explored the users’ mental models of 

Vista Firewall (VF), where they investigated changes to the users’ mental models and 

the users’ understanding of the firewall settings after working with both the basic VF 

interface and the authors’ developed prototype. Their findings acknowledged the ten-

sion between complexity of the interface and the security of the system leading to the 

conclusion of the need for transparency. That is, if the security of the application 

changes because of underlying context, then the changes should be revealed to the us-

ers. The authors categorized their participants’ mental models based on their drawings 

of VF functionalities. In the incorrect mental model, users had an incorrect basic un-

derstanding of the inner workings of a firewall, while in the incomplete mental model, 

users had a correct basic understanding of the firewall operation without context of 

network location and connection. Users with a partially correct model had a correct 

basic understanding of the firewall operation, with either the context of network loca-

tion or connection. The complete mental model resulted in context of both network 

location and connection. The authors suggested that designers should consider the im-

pact of contextual factors when designing the user interface of any security application, 

and users should be provided with contextual information for understanding application 

functionality. Mismatch between users’ computer-centric perspective of their security 

and the firewall’s changing security states could lead to dangerous errors, which in turn 

could change the state of the firewall. The authors suggested that providing an interac-

tive tutorial for the firewall may help provide a platform for users to learn about the 

firewall and the impact of network context on firewall configuration. 

Mental Models of SSO. Single Sign-On (SSO) has the potential to increase security 

and usability of the systems it covers by making authentication for the user of multiple 

applications convenient and easy to use. While previous studies by [18, 67] have doc-

umented the issues with password authentication citing human cognitive limitations as 

the main problem, work in [66] analyzed the complexities of aligning mental models in 

an SSO. They found that there was a mismatch in the users’ understanding of the oper-

ation of the SSO system and its actual operation. By correcting the user’s mental models 

of SSO to match the actual functionality of the application is effective in getting users 

to successfully enroll in SSO and to better perceive what SSO is doing for them. In 

addition, by having matching models, the users could more easily maneuver the process 

when new applications are added into the single sign-on, or when they are asked to 

perform routine maintenance on their passwords. The authors found that users have 

different mental models, hence it is important for HCI designers to consider this diver-

sity when designing effective and usable SSO systems.  

Mental Models of HTTPS. The mental models of end users and administrators con-

cerning HTTPS and the types of attackers that HTTPS protects against were studied in 
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[68]. The authors found that mental models of both users and administrators are devel-

oped based on the protocols and user interfaces with which they interact. They also 

found that many non-expert participants significantly underestimate the level of pro-

tection that HTTPS offers, whereas administrators generally have a good understanding 

of what HTTPS can or cannot protect against. In addition, most administrators had little 

conceptual knowledge of how the protocol works but were familiar with the different 

steps of establishing a communication. The authors found that there were differences 

between mental models of HTTPS between the two groups. Administrator mental mod-

els were generally protocol-based and correct even if sparse, on the other hand, the 

mental models of end users were sometimes not only sparse but simply wrong or non-

existent.  

4.3 Type of user  

The preceding discussion shows that the bulk of existing work has focused on the men-

tal models of experts and non-experts. This section reviews current work in the cyber-

security-related mental models of additional categories of users – children, journalists 

and chief information officers (CIOs). The differing demographics (children, journal-

ists, CIOs) showcase the breadth of existing cybersecurity mental model research 

among different types of users, and is not a comprehensive summary of all kinds of 

users. For example, studies on the privacy and security-related mental models among 

the elderly [69], incident responders [70], ER medicine [71] and MTurk workers [72] 

offer a wide range of cybersecurity-related mental models from the perspective of dif-

ferent types of users.  

Mental Models of Privacy and Security in Children. The increased usage of tech-

nology by children has attracted the attention of researchers in studying their mental 

models of privacy and security. Work in [73] examined how children ages 5-11 manage 

their privacy and security when they are online. The authors found that children have a 

reasonable understanding of some privacy and security components, but children ages 

5-7 had some gaps. Children have some strategies to manage privacy and security 

online but rely heavily on their parents for support. Parents use mostly passive strategies 

to mediate their children’s device use, and they largely defer addressing privacy and 

security concerns to the future. The authors recommended several strategies among 

them, building apps and websites for children ages 5-11 that incorporate learning op-

portunities that children can encounter through regular use of the service, development 

of educational resources to help children understand that other actors are involved in 

online activities and that these actors affect people’s privacy and security online, create 

educational resources that are more focused on how the Internet functions may com-

plement these resources by helping children better understand how and why certain 

online activities raise privacy and security concerns. The authors suggest that resources 

should promote direct engagement between parents and children and should focus on 

helping children grasp why certain practices protect privacy and security online and by 

doing this, parents may benefit from guidance on how to help children develop good 
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privacy and security practices before they reach adolescence. Further work in [74] 

showed that children had adequate mental models of passwords, where they understood 

that passwords provided access control and offered privacy and protection. 

Mental Models of Information Security Among Journalists. Most of both legal and 

technological security risks to journalists and sources in recent years have centered on 

digital communications technology. Journalists’ mental models of information security 

were studied in [75]. The motivation for this study was in the shield laws, where jour-

nalists had operated with the understanding that their communications with sources 

were effectively protected from government interference. These shield laws prevented 

law enforcement from using the legal system to compel journalists to reveal their 

sources. The authors found that among reporters and editors, the need for security pre-

cautions was dependent on both coverage area and reporters’ lack of first-hand experi-

ence with security incidents. These two areas indicate that participants’ perceived se-

curity risk was primarily related to how sensitive or visible one’s subject of reporting 

may be to powerful actors, rather than the vulnerabilities of the technologies through 

which that reporting is done. One security strategy referenced by the participants, was 

the use of face-to-face conversation as a security strategy. This strategy of avoiding the 

use of technology as a privacy or security measure has been previously categorized as 

a privacy-enhancing avoidance behavior [76]. The authors describe journalists’ mental 

models of information security as “security by obscurity” to reflect journalists’ thinking 

about security risk and avoidance in relation to digital communications technology. 

This mental model treats as “secure” any type of journalism that is sufficiently “ob-

scure” to not be of interest to powerful actors, such as nation-states. However, the au-

thors noted two prerequisites to the security by obscurity mental model, that being “ob-

scure” as a journalist or journalistic organization is possible, and two, that being lower 

profile in this way offers a measure of security. 

Mental Models of CIOs. The mental models of individuals who are responsible for 

managing the security culture of the organization were studied in [77]. Four mental 

models that were based on four growth phases were used to explain the evolution of 

security management. In the growth phase, CIOs recognize the security needs and ac-

quire and implement security tools. In the integration phase, as the size of the installed 

base of tools increases, integration problems start to appear. In the formalization phase, 

required resources including security mechanisms are mobilized to be ready when they 

are needed. In the involvement phase, people deal with security mechanisms actively 

and so, effective design is necessary to prevent these security mechanisms from turning 

into constraints since security measures that are perceived as obstacles cannot be main-

tained over time.  Their findings showed that a combination of all the efforts - technical, 

integration, formal and involving – were essential to lead the firm towards the desired 

security level.  
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4.4 Social factors 

The implications of effective (or ineffective) cybersecurity are anchored on social fac-

tors such as trust, privacy, and security. This subsection looks at research in mental 

models of these aforementioned social factors in relation to cybersecurity.  

Trust. A trust-based human factors ontology (HUFO) for cybersecurity was studied in 

[78]. Since humans are part of virtually all networks either as users, defenders, or at-

tackers, they are capable of introducing risk into the network even if they are not at-

tackers. The HUFO cybersecurity model proposed by the authors considers humans as 

risk factors and as risk mitigators, and incorporates metrics that go beyond the classic 

CIA (confidentiality, Integrity, Availability) framework. Another trust-based holistic 

risk assessment framework for users, defenders, and attackers is in [79].  While the 

primary focus in their risk assessment framework was on defenders, it also aimed to 

identify the differences in characteristics between trust in defenders, trust in users, and 

trust in attackers. An interesting perspective was provided of how attacks are perceived 

by attackers and defenders. The authors noted that attacks were easier to design, create, 

and launch from origins of the attackers’ choosing, while cyber defense efforts instead 

were challenged with predicting and detecting attacks. In their framework, the authors 

suggested that trust in the human factors is composed of two main categories: inherent 

characteristics, that which is a part of the individual, and situational characteristics, that 

which is outside of the individual. Their proposed trust-based framework also ac-

counted for differing mental models, risk postures and inherent biases. The motivation 

for this framework was derived from the 1996 Presidential Congressional Commission 

Framework for Risk Management, which incorporated standards from the environmen-

tal and human health risk assessment. Their trust-based holistic assessment framework 

comprised of context and problem formulation, assessment of systems, humans, risks 

and threats, as well as agility and decision-making options. 

 

Privacy. Users’ mental models about privacy of data flow was studied in [80] by ana-

lyzing the perception of privacy using three applications: Endomondo – an application 

that supports users in being active in all sports, MobilePay – a payment application 

which works between peers and in many stores, and Roskilde festival application - an 

application that users use to get information about the festival and the best places to eat 

and visit during this festival. For each of these applications, the authors studied inter-

face design from the user’s perspective, and also alignment with GDPR privacy laws. 

Their findings indicated that the participants did not see privacy to be a significant 

challenge. For example, the participants did not see anything wrong with sharing pri-

vate data like heartbeat and GPS locations, but were wary about unwanted exchange of 

data where the service provider might preserve the collected data for use after the trans-

action. The work concluded that the mental models could be used to discuss privacy 

challenges and as basis for suggesting notifications and consent forms relating privacy. 
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4.5 Tools  

Tools such as encryption and machine learning have come to define the burgeoning 

complexity of cybersecurity. This subsection presents a summary of mental model re-

search in cybersecurity in these two areas. 

 

Mental Models of Encryption. Cryptography is a pillar of modern cybersecurity, of-

fering the capabilities of confidentiality, availability and non-repudiation. Work in [81] 

explores mental models of encryption by exploring the three facets of users’ perception 

of encryption: what it is, how it works, and its role in their lives. The rationale for this 

work was derived from the potential of encryption technologies to circumvent the pos-

sibility of user error by transparently incorporating encryption into software and thus 

bypassing the user entirely, where the authors identified four mental models of encryp-

tion. First, the access control model was offered as the basic model of encryption which 

provides only the most minimal abstraction of access control. The black box model was 

developed as an extension of existing credential-based access. In the next level of ab-

straction labeled the “cipher” model, participants had a clear sense of how the “trans-

formation” process of encryption works. Finally, the iterative encryption model was the 

most advanced, where participants explicitly described the encryption process as an 

iterative one involving multiple passes over the source data to produce the encrypted 

output. Although these four mental models of encryption vary in detail and complexity, 

their ultimate role is in access control. The authors suggest that perception of encryption 

as access control can be useful in the right contexts since a majority of participants 

adhered to this mental model and offered a base model upon which other models could 

be layered. The authors noted that improving the how of encryption was not sufficient 

in itself to drive adoption, rather the how and why were necessary in developing and 

using effective mental models. To aid in the how and why, users would need to under-

stand the potential benefits of encryption to self and society at large. Since cryptography 

tends to be mathematically and computationally complex, the authors recommend that 

rather than offering users the technical details of encryption an effective model should 

focus on aligning designs and communication efforts with the functional models that 

the users already possess. Their findings called for security and warning indicators to 

be carefully designed, with an aim of being noticed, trusted, and validated by users. 

Additional work in mental models of encryption has been performed in [82] explores 

users and non-users’ mental models of end-to-end encryption of communication tools. 

Specifically, the authors investigated the use of secure communication tools to em-

power people to resist surveillance. In this study, the authors studied mental models of 

a hypothetical encrypted communication tool to avoid introducing bias about well-

known tools. Prior work by [83] has shown that incorrect mental models are a key ob-

stacle to the adoption of secure communication tools and other privacy-enhancing tech-

nologies. The authors found that end-to-end encrypted tools are widely used but not 

accurately understood, which leads to users unknowingly selecting insecure communi-

cation tools in situations where they most require privacy. The authors suggested that 

it is important to communicate the security properties of E2E encrypted communication 

tools, since users might know about the choice of specific encrypted tools for security-
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sensitive environments. Other important factors in adoption of encrypted communica-

tion tools were the size of the user base, and focused training sessions that reached out 

to specific categories of users such as activists and dissidents who would most benefit 

from the use of these encrypted tools.  

 

Mental Models of Security of Machine Learning Systems. Work in [84] explored 

the perception of vulnerabilities in machine learning (ML) applications. Specifically, 

the authors conducted a first study to explore mental models of adversarial machine 

learning (AML). The authors focused on developers’ mental models of the ML pipeline 

and potentially vulnerable components. Despite ML being increasingly used in indus-

try, very little is known about ML security in practice. They identified four character-

istic ranges that described practitioners’ mental models in AML. The first range was 

concerned with the intertwined relationship of adversarial machine learning (AML) and 

standard security. Here, the distinction between AML and security was not clear, secu-

rity threats were often taken for granted, and practitioners were less aware of AML 

attack scenarios. The second range was concerned with the structural components and 

functional relations. By crafting inputs, an attacker might deduce architectural choices 

within the functional structure, whereas on the other hand a key parameter from the 

model could be accessed unlawfully. The third range was concerned with variations in 

the pipelines, attacks, and defenses, where the attacker either injected specific inputs or 

general malicious input to the application. Finally, the fourth range corresponded to the 

varying levels of technical depth, where the industrial practitioners perceived ML-

specific threats and defenses at a varying level of technical depth. 

4.6 Applications  

In this subsection, mental models of specific applications such as smart homes, IoT 

devices, and cryptocurrencies are surveyed.  

 

Mental Models of Smart Homes and IoT Security. Although there has been a grow-

ing interest in smart homes technologies, the level of acceptance varies among potential 

users leading to varying explored the end users’ perceptions, expectations, and concerns 

regarding smart homes [85]. The authors found that users’ understanding of smart 

homes was superficial and their mental models seemed to be affected by the technolo-

gies advertised in the media. While users appreciated the convenience offered by smart 

homes, their major concerns were burglary, hacker attacks, data theft, data abuse, and 

collection and storage of sensitive data like bank details. Comparing the mental models 

of experienced users’ and non-experienced users’, the authors found that most mental 

models for smart homes had two foci. First, users were concerned about their own tech-

nical deficiencies and anticipated issues due to perceived dependence on the technology 

or had some difficulties with the device thus rendering the device useless. Second, users 

were concerned about the privacy and security of smart homes. A key recommendation 

of this study was access control, such as limiting Internet access to a predetermined 

subset of devices. Work in [86] explored how users interact with the security features 

of IoT devices, and found that users’ mental model errors and biases, as well as their 
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perceptions of complex conflicting system features were significant drivers of their in-

teraction with these devices.  

 

Mental Models of Security in Cryptocurrency Systems. The rise of blockchain-en-

hanced frameworks has prompted the development of Web3 technologies, which in-

clude diverse individual applications such as cryptocurrencies, non-fungible tokens, to-

ken economics, and decentralized digital solutions. Among these applications, crypto-

currencies (namely Bitcoin) was the first blockchain application to gain prominence. 

Work in [87] explored mental models of security and privacy risks in cryptocurrencies. 

The authors studied two mental models – the incomplete mental model, where partici-

pants knew most of the details such as the requirement of a sender to sign the transaction 

with a generated key, and knowledge of addresses as the payment destination. The in-

accurate mental model on the other hand explored misconceptions of cryptocurrency 

systems such as anonymity, cryptographic keys, and fees. In the inaccurate model, some 

participants assumed that cryptocurrencies were based on central management entities 

or direct end-to-end connections between users. The authors found although many mis-

conceptions did not jeopardize users’ security or privacy, major misconceptions related 

to the functionality and management of cryptographic keys are not compensated by the 

cryptocurrency tools. The authors observed that wallet interfaces shaped the way par-

ticipants perceived the blockchain location (centralized vs. decentralized), its function-

ality (persistent, transparent), and the users’ role within the cryptocurrency system. The 

authors recommend that modifications of the interface of cryptocurrency management 

tools can prevent security and privacy threats caused by incorrect mental models. Inac-

curate mental model can lead to devastating loss in term of monetary value. The authors 

suggest that cryptocurrency tools should perform encryption by default and inform the 

users about this safety measure, while advocating for designers to add cues and visual-

izations to explain to the users which security measures (e.g., encryption) are imple-

mented so that users can make informed trust decisions. 

 

5 Discussion 

This paper has provided a brief overview of existing research in mental models that 

dictate our cybersecurity activities. These models span the spectrum of various tools, 

technologies, platforms, user types, and applications. Below, we discuss some implica-

tions of the role of standardization, social factors, workforce development, and emerg-

ing technologies such as Web3 in influencing users’ mental models of cybersecurity. 

Standardization: Drawing upon metaphorical nomenclature as well as formal 

methods, researchers have found that people think about cybersecurity in different 

ways. While the distinct ways of thinking about cybersecurity are a function of an in-

dividual’s expertise and background, it also poses a challenge for the designers and 

developers of security tools. Further, a single user might use different mental models 

for different applications or activities. For example, a mental model about password 

security might be different from a mental model about blockchain keys. One approach 

to addressing the challenge of a plethora of models would be curation and 
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standardization efforts, similar to the MITRE Common Vulnerabilities and Exposure 

(CVE) database that is maintained by a consortium of organizations in academia, in-

dustry, and government sectors as a central point of information dissemination about 

security vulnerabilities. Similar efforts in identification and development of mental 

models, with inputs with diverse disciplines such as computer science, cyberpsychol-

ogy, criminology, economics, marketing, information systems, and others would help 

to identify widely used mental models among different types of users for differing ap-

plications.  

Social factors: Mental models are an outcome of several attributes of an individual, 

including but not limited to experience with the artefact, linguistic interpretation of cy-

bersecurity advice, and socio-cultural factors. For example, the findings of [88] indicate 

that the big five personality traits were an important predictor of cybersecurity-related 

behavior. Further, studies of technology usage show distinct trends in adoption and us-

age behavior such as Twitter usage in three major cities around the world [89], demo-

graphic patterns of Facebook usage [90], and interactive radio formats for audience 

engagement in Africa [91]. Further research is required to identify patterns in adoption 

of cybersecurity-related activities around the world and finding their antecedents in so-

cio-cultural cues.  

Workforce development: Cyber workforce development is a pressing need. As 

identified in [92], the importance of social fit in the highly complex and heterogenous 

cyber workforce is crucial in building secure networks. The authors identified six as-

sumptions for the future of cybersecurity workforce development - the requirement for 

systemic thinkers, team players, a love for continued learning, strong communication 

ability, a sense of civic duty, and a blend of technical and social skill. Since cybersecu-

rity is a critical component enabling social aspects of human behavior in networks [93], 

cybersecurity professionals must understand both the technical and human aspects of 

interaction with networks.  

Web3: The rise of blockchain-fueled applications such as cryptocurrencies, non-

fungible tokens, and digital records for provenance have ushered in new technologies 

for users. The social media platforms of Web2 have also undergone a parallel evolution 

with newer platforms such as Discord, Notion, and others that are heavily leveraged by 

the Web3 ecosystem. Blockchain-based applications have steadily moved into main-

stream discourse, starting with their initial foray from into cryptocurrencies such as 

Bitcoin and Ethereum. Since then, Ethereum has become a blockchain platform ena-

bling the development of distributed applications (dApps). Additionally, blockchain 

architectures such as public, private and consortium allow varying levels of participa-

tion, security, and privacy, which also require the development of a new vocabulary 

and associated mental models to understand the evolving terminology [94]. These new 

technologies need new mental models to process concepts related to public key cryp-

tography and the security of private keys, the visibility of wallet addresses, hashing, 

and terms such as immutability and consensus which form the foundation of blockchain 

systems. The security threats confronting these technologies are diverse and evolving 

in complexity as well [95], some examples of which include ransomware strains that 

attack IoT devices [96] and niche supply chains [97], and botnets which were once at 

the forefront of spam spread are now actively used in mining cryptocurrencies [98].  
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6 Conclusions  

Users engage differently with the security recommendations, and their activities range 

from ignoring, weakly engaging, exactly engaging, or strongly engaging with these rec-

ommendations. Each of the models surveyed in our paper offers users the ability to 

ignore (not engage) or engage to some degree (weak, exact, or strong) with the security 

advice. Ultimately, it is users’ mental models that determine their level and intensity of 

engagement. This paper discussed mental models in cybersecurity from over a decade 

of research that explored how people perceived threats and associated security 

measures when interacting with technologies of different kinds. The findings of this 

survey indicate that mental models are diverse, and that no single mental model can be 

used to describe a definitive way of thinking about cybersecurity. This points to the 

need for continuous research to discover mental models that users develop in response 

to their situational awareness, newer technologies, and threats, so that security counter-

measures can be designed in response to these mental models. Further, the design and 

implementation of security measures has to be driven by inputs from a variety of stake-

holders, since the measures are often developed by experts for non-experts. Users lev-

erage their cybersecurity mental models as a primary defense mechanism in under-

standing and responding to the protection of their data and networks, and so mental 

model research in cybersecurity will need rigorous modeling with an increased under-

standing of how non-experts navigate environments that are increasing in technological 

complexity. 
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